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The	project	aims	to	improve	 the	NMME	probabilistic	 forecasts	by	addressing	
systematic	biases	in	both	 forecast	anomalies	and	categorical	probabilities.	The	
corrected	NMME	forecasts	will	have	improved	 reliability	and	accuracy.	The	
improvements	will	come	about	due	to (1)	xyz	(developed	 at	IRI),	and	(2)	refinements	 to	local	
probability	anomalies	(developed	 at	CPC).	



Huug van	den	Dool,	Emily	Becker	
Li-Chuan Chen	and	Qin	Zhang

The	Probability	Anomaly	Correlation,	
the	PAC,	applied	to	NMME.

What	is	NMME???





THIS	IS	WHAT	WE	DO	IN
REAL	TIME



Even	before	the	PAC	adjustment

• Determine	tercile limits	at	each	gridpoint,	based	on	1982-
2010	hindcasts appropriate	for	target	month/season	and	
lead	(SST,	T2m,	prate)

• Apply	the	count	method	to	a	new	independent	forecast.	
Each	ensemble	member	is	mapped	onto	two	0s	and	one	1.

• Add	up	all	counts	for	each	model,	then	across	all	models	in	
use	in	NMME.		Express	as	%	for	each	of	three	classes.

• Please	note	implicit	correction	of	mean	and	pdf.	
• Please	note	how	models	are	added	together	into	overall	

NMME	probabilities.
• Remember:	this	is	BEFORE	the	PAC	related	adjustment.	The	

reference	we	have	to	beat	is	already	cleaned	up	and	scoring	
well.



Note	also

• This	Slide	is	really	about	predictability,	created	without	any	
reference	to	observations,	independent	of	any	skill	models	
may	have	(i.e.	as	established	by	a	verification	against	
observations)

• The	notion	probability	anomaly	(PA),	departure	from	1/3rd .
• The	count	method	has	a	large	round-off	problem.
• Name	of	the	game:	The	need	to	smooth	probabilities,	i.e.	

damp	PA.		Suppose	we	had	a	single	low	skill	model	with	just	
one	member…..

• We	use	the	traditional	terciles,	but	nothing	we	say	depends	
on	how	many	classes	one	uses.



A	little	excursion	about	the	AC,	the	
anomaly	correlation

The	AC	is	well	established	as	a	skill	metric



The	AC	is	well	established	as	a	skill	metric



Hidden	meaning	of	a	correlation:

A	correlation	tells	you	by	how	much	forecast	anomalies	should	be	damped	
in	order	to	minimize	 the	MSE.	(Damp	towards	climatology).

One	knows	the	answer	without	actually	having	to	do	the	damping.	
I.e.	AC	indicates	the	inherent	skill	one	has.	
{according	to	(MSE_control – MSE_Forecast)/MSE_control )}.	

Mean	square	error	(MSE)	is	a	very	very	basic	verification	attribute.	

{{Damping	forecast	anomalies	is	not	everybody’s	favorite	activity.
Because	?				it	weakens	 the	weather	in	weather	maps.}}



By	extension

• The	PAC	damps	the	probability	anomalies	so	
as	to	minimize	the	Probability	version	of	MSE,	
called	Brier	Score.



PAC=(∑i pi’	oi’)/[	(∑i pi’	pi’	)	(∑i oi’	oi’	)	]			
Where		‘	is	departure	from	1/3rd	.		
Index	i	goes	across	time,	1	to	N.		
p	is	predicted	probability,	
o	is	0	or	1	depending	on	the	event	happening	or	not.



In	the	same	way	that	traditional	MSE	can	be	minimized	by	a	regression,	
we	here	attempt	to	minimize	the	BS,	i.e.	the	MSE	for	probability	 forecasts.

The	meaning/interpretation	 of	traditional	anomaly	correlation	(AC)
By	extension	the	meaning/interpretation	of	the	probability	anomaly	correlation	(PAC)



Tool	to	be	applied Result1

Deterministic AC Forecast	gets	damped	towards	deterministic	climatology=long	term	mean

Probabilistic PAC Forecast	gets	damped	towards	probabilistic	climatology=(1/3rd,1/3rd,1/3rd)

Tool	to	be	applied Result2

Deterministic AC Lower	MSE

Probabilistic PAC Lower	BS

Unanswered	question:	To	what	extent	should	we	be	ruled	by	verification	metrics?



CFSv2	JanIC SST	
forecasts	for	February,	
Northern	Hemisphere
Hindcasts 1982-2010

BOTTOM	LINE	CONCLUSIONS
.The	PAC	trick	works	:	lower	BS	=	higher	accuracy
.It	cleans	up	–ve skill	in	N	class,	embarrassment	avoided.	
.It	tones	down	too	bold	forecasts,	particularly	in	A&B	class	
.The	gain	is	appreciable	in	terms	of	Brier	skill	score.	

Brier	Score A N B
unadj 0.187 0.235 0.201
adj 0.163 0.204 0.174

Brier	Skill	Sc. A N B
unadj 0.146 -0.068 0.115
adj 0.257 0.074 0.232



CFSv2	JanIC SST	
forecasts	for	February,	
Northern	Hemisphere

BS	=	Reliability	minus	Resolution	 plus	Uncertainty

Brier	Score A N B
unadj 0.187 0.235 0.201
adj 0.163 0.204 0.174

Brier	Skill	Sc. A N B
unadj 0.146 -0.068 0.115
adj 0.257 0.074 0.232



Brier	Score A N B
unadj 0.187 0.235 0.201
adj 0.163 0.204 0.174

Brier	Skill	Sc. A N B
unadj 0.146 -0.068 0.115
adj 0.257 0.074 0.232

CFSv2	JanIC SST	
forecasts	for	February,	
Northern	Hemisphere

BS	BS =	Reliability	minus	Resolution	 plus	Uncertainty
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This	slide	added	 Jan,	12,	2016



Real	life	example



Another	 real	life	example



In	conclusion
• Probability	Anomaly	Correlation	approach	yields	a	
lower	BS		(as	expected)	for	any	model	and	for	the	
NMME	collection.	This	can	be	implemented!	

• PAC	is	easy	to	understand	and	implement	
• PAC	approach	has	a	large	impact	on	the	reliability-
resolution	diagram.	Both	reliability	and	resolution	
improve.		Improvement	BSS	is	very	good.	

• PAC	has	an	interesting	outside	the	box	application	in	
verification	of	ENSO	composites	(Li-Chuan Chen).	%	vs	
%.		Not	%	vs	(0	or	1).

• An	adjustment	to	our	most	beloved	conclusion
• Gone	live	as	of	April	2016



afterthoughts

• To	damp	(or	regress)	is	actually	to	inflate	
under	very	rare	circumstances.	

• From	a	single	model	to	the	collection	of	
models	is	not	always	so	simple.

• Details	of	CV	have	yet	to	be	settled.
• PAC	by	terciles,	or	aggregated	across	three	
terciles.	??

• PAC	is	done	gridpointwise.	Is	that	OK?



critique

• PAC	may	be	new,	but	unadvisable.	You	need	
logistic	regression.			Answer….true	but

• We	have	already	methods	at	CPC	to	smooth	
PA,	like	ensemble	regression.		Answer….true,	
but



XTRAs



.How	much	improvement	 to	be	expected	by	
(any)	calibration?
.Correctibility?	Inherent	skill>=threshold
.Individual	Models	may	improve	more	
than	the	NMME	collection.

Managing	
expectations



BS	=	Reliability	minus	Resolution	plus	Uncertainty



Thinking	outside	the	box

• Make	ENSO	probability	composites	for	a	model	and	for	
observations.		Then	calculate	a	BS	and	PAC	from	it.		
What	is	unusual	(almost	unheard	of)	is	that	the	
observations	are	not	two	0s	and	a	1.		The	observations	
are	probabilities	too.	{{We	can	only	wish	reality	
happens	more	than	once.	It	would	change	our	entire	
perspective	of	probability	forecasts.}}

ENSO	Precipitation	and	Temperature	Forecasts	in	the	North	American	Multi-Model	
Ensemble:	Composite	Analysis	and	Validation

Li-Chuan Chen1,2,	Huug van	den	Dool2,	Emily	Becker2,3,	and	Qin	Zhang2




